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Proces rozproszony (2)

Celem wyktadu jest zapoznanie stuchacza z podstawowymi pojeciami zwigzanymi z
przetwarzaniem rozproszonym. Wyktad ten jest kontynuacjg wyktadu poprzedniego, w ktérym
zdefiniowano podstawowe pojecia zwigzane z przetwarzaniem rozproszonym. Niniejszy wyktad
obejmie w pierwszej czesci omdwienie m. in. definicji procesu rozproszonego, wykonania,
globalnego stanu spdéjnego czy tez historii realizacji. Nastepnie zdefiniowana i omoéwiona
zostanie relacja poprzedzania zdarzen, a takze zaprezentowane i omoéwione zostang diagramy
przestrzenno-czasowe. W kolejnej czesci wyktadu przedstawione zostang pojecia
przetwarzania niedeterministycznego i grafu stanéw osiggalnych. Przedostatnim tematem
poruszonym w trakcie tego wyktadu bedzie mechanizm monitora procesu. Na zakonczenie
krotko omowiona zostanie ujednolicona konwencja zapisu algorytmow, ktore bedg
prezentowane na kolejnych wyktadach.
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Proces rozproszony II, bedacy wspotbieznym wykonaniem
zbioru P = {P,, P,, ..., P,} procesow sekwencyjnych P, opisuje

uporzadkowana czworka
I[I=(X, 3° A, &), (3.1)

gdzie:

3 —jest zbiorem standw globalnych procesu rozproszonego,
E ; Sl b S: X X S“,

30 — jest zbiorem stanéw poczatkowych, X°CS %

A —Jest zbiorem zdarzen, A=EUEU...UE,;

3¢

1

— jest funkcjg tranzycji, taka ze @ C X < A < X

Proces rozproszony (3)

Proces rozproszony 77, bedacy wspotbieznym wykonaniem zbioru P = {P,, P,, ..., P,} proceséw

sekwencyjnych P;, opisuje uporzadkowana czworka 77= (X, 3°, A, B, gdzie:

3 — jest zbiorem stanéw globalnych procesu rozproszonego, ¥ C Six S; % ... X S,
>0 jest zbiorem stanéw poczatkowych, 3°C8,%%x8,°%..x8,°,
A — jest zbiorem zdarzen, A = E,U &U ... U E,;

@ — jest funkcjg tranzycji, takgze  C X x A x 3.
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Przetwarzanie rozproszone
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Zbiér standéw globalnych X jest podzbiorem iloczynu
kartezjanskiego X,xX,x.. xX zbioréw standw lokalnych

=n

procesow sktadowych przetwarzania rozproszonego.

Stan globalny procesu rozproszonego {7 w chwili 7 czasu
globalnego  oznaczony przez (1), jest wiec
uporzadkowanym zbiorem stanow lokalnych wszystkich
procesow sktadowych w chwili

2(r) = {S,0),S5(t) ... ,S(T)) (3.2)

Proces rozproszony (4)

Zbiér standw globalnych X jest podzbiorem iloczynu kartezjanskiego Six S, x ... X S, zbioréw
stanow lokalnych proceséw sktadowych przetwarzania rozproszonego. Stan globalny procesu
rozproszonego // w chwiliz czasu globalnego (czasu postrzeganego przez teoretycznego

zewnetrznego obserwatora), oznaczony przez 2(z), jest wiec uporzadkowanym zbiorem stanéw
lokalnych wszystkich procesow sktadowych w chwili z:

Z(T) = < Sl(T)7 SZ(T)v siey Sn(T) >
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Zbior standéw globalnych (2)

Zbiér globalnych stanow poczatkowych 320
podzbiorem iloczynu kartezjariskiego &,°x<8,0x.
zbiorow standw poczatkowych procesdéw sktadowych.

Zbior zdarzen globalnych A jest sumg mnogosciowg
E,UEU. ..U E, zbiorow zdarzen proceséw sktadowych.

Proces rozproszony (5)

Zbiér globalnych standéw poczatkowych ° jest podzbiorem iloczynu kartezjahskiego
S5:°x8,%x...xS,° zbiorow stanow poczatkowych proceséw sktadowych.

Zbioér zdarzen globalnych A jest sumg mnogosciowg £:U &U ... U &, zbiordw zdarzenh proceséw
sktadowych.
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Globalna funkcja tranzycji

UCZELNIA
ONLUINE

Globalna funkcja tranzycji @ jest ztozeniem funkcji
tranzycji proceséw sktadowych, a wiec jest zblorem tréjek (

>, E, 2 ) , dla ktorych istnieje takie £, 1 < k¥ < n, ze

2 =80 8y ey Spp e s S ) (3.3)

Z={8,8, s Sy s 8.0, (3.4)
oraz

(S,LE,S')eF, (3.5)

Proces rozproszony (6)
Globalna funkcja tranzycji ® jest ztozeniem funkcji tranzycji proceséw sktadowych, a wiec jest
zbiorem tréjek (X, E, X7, dla ktérych istnieje takie k, 1< k <n, ze ¥ =(S1, Sz, ..., S, ...S , X =
(81, 82, ..., S, ....Sn), oraz (S, E, S"e F.
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Czesciowe wykonanie procesu rozproszonego [7 = (3, X°,
A, @) utozsamia sie z ciagiem X0, E1, 21, 2, ..., 3%, E5tL st

sktadajgcym sie naprzemiennie ze stanow i zdarzen, takim
ze dla kazdego u, 0 < u < s,
<.--E“. Futi ELHI) P, (3.6)

Proces rozproszony (7)

Zajécie zdarzenia w ktérymkolwiek z procesow implikuje zmiane jego stanu, atym samym
zmiane stanu globalnego. Poniewaz zdarzenia sg z zatozenia atomowe, mozna przyjaé, ze w
kazdej chwili zachodzi co najwyzej jedno zdarzenie. Stad tez, Czesciowe wykonanie procesu

rozproszonego /7 = (X, 50, A, &) utozsamia sie z ciggiem 2°, E', &', %, ..., =5, E5", 55",

sktadajacym sie naprzemiennie ze stanéw i zdarzen, takim ze dla kazdego u, 0 < u < s, (&Y,

E™ 5y € &,
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Przez wykonanie (realizacje) 1" procesu [/ rozumiec

bedziemy natomiast czesciowe wykonanie rozpoczynajace
sie stanem poczatkowym X0 ¢ 320,

Proces rozproszony (8)

Przez wykonanie (realizacje) ) procesu [1 rozumie¢ bedziemy natomiast cze$ciowe
wykonanie rozpoczynajace sie stanem poczatkowym s0e X0
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;i%; Stan osiggalny
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Powiemy, ze stan 2’ procesu jest osiggalny ze stanu 2, co

ozhaczymy przez

22 (3.7)
jezeli istnigje czesciowe wykonanie 2°, g1, 21 B2 2% FstL
25*1 procesu /7, takie ze > = 20a 5’ = 2s*1,

Proces rozproszony (9)

Powiemy, ze stan X' procesu jest osiggalny ze stanu X, co oznaczymy przez 2e2’, jezeli
izsénjeje czesciowe wykonanie S PR L , ZS, ES”, >S5 procesu [1, takie ze Z=Z°, a2’ =



Globalny stan osiagalny

Przetwarzanie rozproszone

;i%; Globalny stan osiggalny
a4

Oznaczmy przez Y zbior wszystkich mozliwych wykonan
(realizacji) procesu /7. Jezeli istnieje wykonanie procesu /7,
takie ze X jest stanem korcowym, to stan ten nazwiemy
globalnym stanem osiggalnym (spdjnym) procesu

rozproszonego /7 (ang. reachable, consistent).

Proces rozproszony (10)

Oznaczmy przez Y zbidr wszystkich mozliwych wykonan (realizacji) procesu [1. Jezeli istnieje
wykonanie procesu II, takie ze X jest stanem koncowym, to stan ten nazwiemy globalnym
stanem osiggalnym (spéjnym) procesu rozproszonego /7 (ang. reachable, consistent).

10
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Kazdemu wykonaniu 7" ¢ Y procesu /7, odpowiada pewien
ciag stanow 2° 31 32 , 2%, 2t nazywany sladem
wykonania (reallzacu) procesu 11, oraz ciag zdarzen £°, £1,
B2 ..., B5, B5T1 nazywany historig wykonania (reallzaCJl)
procesu.

Historie E°, E', E2, ... , ES, oznhaczamy przez = 5, a zbiér
historii — przez =.

Proces rozproszony (11)

Kazdemu wykonaniu 7" € Y procesu /7, odpowiada pewien ciag stanow 2°, &', 52, ..., =, =",

nazywany sladem wykonania (realizacji) procesu /7, oraz ci zdarzen EEE .. E, E",
nazywany historia wykonania (realizacji) procesu. Historie E°, E', E*, ..., E* oznaczamy przez

=%, a zbiér historii — przez =.

Podobnie jak dla procesu sekwencyjnego, kolejne zdarzenia E*, E“'' realizacji procesu I7
okreslajg interwat czasu globalnego, a stan procesu /7 w tym interwale definiuje dotychczasowa

historia =" realizacji procesu. W efekcie stan 2* mozna utozsamia¢ z historig =", i powiedziec,

ze zdarzenia historii = nalezg do stanu 2".

11
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Proces rozproszony jako graf
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Proces rozproszony jest czesto przedstawiana jako graf:
G={(Y A (3.8)
w ktorym :
+ wierzchotki grafu ;e reprezentujg procesy sktadowe
P,eP przetwarzania rozproszonego,

krawedzie (V,, V) € A A4 < YV x YV, grafu
niezorientowanego lub tuki (7, I—-}) e .4 grafu
zorientowanego, reprezentujg kanaty C;. odpowiednio
dwu lub jednokierunkowe.

Proces rozproszony (12)

Proces rozproszony jest czesto przedstawiany, podobnie jak srodowisko rozproszone, jako graf
niezorientowany lub zorientowany

Gg=(V,A)

w ktorym wierzchotki grafu V;eV reprezentuja procesy skitadowe P,eP przetwarzania

rozproszonego, a krawedzie (V;, V;)e A, A c V x V, grafu niezorientowanego lub tuki (7;, V)e A
grafu zorientowanego, reprezentujg kanaty C;;.

12
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Graf G = (M A nazywany jest grafem procesu

rozproszonego lub topologia przetwarzania (topologig
procesu rozproszonego).

Proces rozproszony (13)

Tak zdefiniowany graf jest grafem procesu rozproszonego lub topologia przetwarzania
(topologia procesu rozproszonego).

13



Relacja poprzedzania zdarzen

Przetwarzanie rozproszone

"3“2‘. Relacja poprzedzania zdarzen (1)
e

Oznaczmy przez — relacje poprzedzania (ang. happen

before, causal precedence, happened before) zdefiniowang
na zbiorze A w nastepujacy sposab:

(1) i=j A k<1 lub

2) i=joraz Efjest zdarzeniem e send(P,, P;, M)
wystania wiadomosci A/, a zdarzenie E/ jest
zdarzeniem e_receive(P, P, M) odbioru tej
samej wiadomosci, lub

3) istnieje sekwencja zdarzen £°, F1, B2, ..., ¥,

taka ze £ = E%, E5 = Eli dla kazde] pary
(Em, Ev1) gdzie 0 < u < s5-1, zachodzi 1) albo 2).

Proces rozproszony (14)

Zbior zdarzen E&; procesu P; jest w petni uporzadkowany, wedtug kolejnosci ich wystepowania
w czasie lokalnym z. Ze wzgledu jednak na nieprzewidywalne czasy transmisji i brak wiedzy
o czasie globalnym 7, uporzadkowanie w praktyce zbioru A zdarzen wszystkich procesow P,cP,
stanowi powazng trudnosé.

Oznaczmy przez — relacje poprzedzania (ang. happen before, causal precedence, happened
before) zdefiniowang na zbiorze A w nastepujacy sposob:

/‘
1) i=j AN k<I[Ilub
2) i=joraz Efjest zdarzeniem e_send(P;, P;, M) wystania wiadomosci M, a

Efes El e .< zdarzenie E/ jest zdarzeniem e_receive(P;, P;, M) odbioru tej samej
' ! wiadomosci, lub
3) istnieje sekwencja zdarzen E’, E', E?, ... E', taka ze E° = E} E*=E/i dla

kazdej pary (E*, E*"*) gdzie 0 < u < s -1, zachodzi 1) albo 2).

-

Relacja poprzedzania jest antysymetryczna i przechodnia, a wiec jest relacjg czesciowego
porzadku.

14



Relacja poprzedzania lokalnego
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Relacja poprzedzania lokalnego
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Przez -, oznaczamy relacje poprzedzania lokalnego
zdarzen procesu, takg ze:

Ef >, E}
wtedy i tylko wtedy, gdy i=; oraz k</ (lub gdy i=; oraz
Ef — ).

Proces rozproszony (15)

Przez —; oznaczamy relacje poprzedzania lokalnego zdarzen procesu P, takg ze:
E}'+, E/ wtedy i tylko wtedy, gdy i=j oraz k<! (lub gdy i=j oraz E}'+ E}).

15
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Zdarzenia przyczynowo-zalezne

.Zc!az_zenia EF i E}f-’- hazywamy przyczynowo-zaleznymi,
jezeli:

Ef—> L] albo Ll L} (3.9)

W przeciwnym razie zdarzenie te nazwiemy przyczynowo-
niezaleznymi lub wspétbieznymi (ang. concurrent, causally
independent), co bedziemy oznaczac przez E* || Efl :

Proces rozproszony (16)

Zdarzenia E/ i E/nazywamy przyczynowo-zaleznymi, jezelii E/ ~— E/albo E/ — Ef.
W przeciwnym razie zdarzenie te nazwiemy przyczynowo-niezaleznymi lub wspoétbieznymi
(ang. concurrent, causally independent), co bedziemy oznaczaé przez E/ || E/.

16
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Realizacje przetwarzania rozproszonego mozna przedstawié

graficznie w postaci diagramu przestrzenno-czasowego
(ang. space-time diagram), w ktérym osie reprezentuja
uptyw czasu globalnego, a punkty na osiach — zdarzenia.

Proces rozproszony (17)

Realizacje przetwarzania rozproszonego mozna przedstawi¢ graficznie w postaci diagramu
przestrzenno-czasowego (ang. space-time diagram), w ktérym osie reprezentujg uptyw czasu
globalnego z, a punkty na osiach — zdarzenia.

17



Przykladowy diagram
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= Przyktadowy diagram
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EMEL B ER

Proces rozproszony (18)
Przetwarzanie rozproszone

Przyktadowy diagram

=
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EYEY, BV ES,

Froces rozproszony (18)




Przetwarzanie rozproszone

= Przyktadowy diagram
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Froces rozproszony (18)
Przetwarzanie rozproszone

Przyktadowy diagram

%
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Proces rozproszony (18)

Slajd przedstawia przyktadowy diagram przestrzenno-czasowy. Na diagramie tym sg pokazane
rézne rodzaje zaleznosci miedzy zdarzeniami zachodzacymi dla réznych proceséw. Pierwszy

19




typ zaleznosci to zdarzenia wspétbiezne. Cztery przyktadowe zalezno$ci przedstawione na
slajdzie to E11|| E', E11|| ES E11|| E;', oraz E11]] = Kolejne przyktady pokazujg zdarzenia
przyczynowo zalezne, gdzie relacja ta zwigzana jest bezposrednio z przestaniem wiadomosci
aplikacyjnych. Trzy takie przyktadowe pary to Es' - EZ E > EP oraz Ei* 5 E', Kolejne
przyktady pokazujg zdarzenia, ktére nie sg bezposrednio przyczynowo zalezne, natomiast
mozna znalez¢ ciag zdarzen, ktérego efektem jest relacja przyczynowej zaleznosci. Trzy
przyktadowe pary zdarzen to E31 — E14, E31 — E24, oraz E32 — E24.

20
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Przez analogie¢ do relacji na zbiorze zdarzen, mozna

zdefiniowaé czesciowy porzadek na zbiorze standw
wszystkich procesow P,eP w sposob nastepujacy:

| EFLs £ lub
L_F‘ik = S jl = i
; | ER+ = Ej;

Proces rozproszony (19)

Przez analogie do relacji na zbiorze zdarzen, mozna zdefiniowal czeSciowy porzadek na
zbiorze standéw wszystkich proceséw P,e P w sposob nastepujacy:

EM' E/, lub

+1

Relacja powyzsza oznacza, ze stan jednego procesu poprzedza przyczynowo stan innego,
wtedy i tylko wtedy, gdy zdarzenie rozpoczynajace drugi stan zalezy przyczynowo bgdz jest
tozsame ze zdarzeniem konczacym pierwszy stan.

21



Stany wspotbiezne

Przetwarzanie rozproszone
= St biez
",;; any wspotbiezne

Stany lokalne, dla ktérych nie zachodzi ani relacja S — S/
- - - ,_‘[ ,_Tk F - - - -
ani tez relacja 5/ > S, nazywamy wspotbieznymi.

/

Proces rozproszony (20)
Stany lokalne, dla ktérych nie zachodzi ani relacja ani S/ — S/ ani tez relacja S/ — S/,
nazywamy wspoétbieznymi. Zauwazmy, ze jezeli w danym stanie X sg dopuszczalne (aktywne)
dwa rézne zdarzenia E' i E/, to kolejnym stanem bedzie stan X', jezeli (%, E*, &) ¢ & izaszto
zdarzenie E*. Kolejnym stanem bedzie natomiast 2", jezeli (X, E', ') € @ i zaszio zdarzenie E'.

Poniewaz ograniczenia na kolejno$¢ wystgpienia zdarzen okresla relacja poprzedzania, to zbiér

A zdarzen wraz zrelacjg poprzedzania stanowi zbiér czesciowo uporzgdkowany (A, )
opisujacy mozliwe realizacje przetwarzania.

22



Graf stanéw osiggalnych

Przetwarzanie rozproszone

= Graf stanéw osiagalnych
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Zbiér czesciowo uporzadkowany (A, +—) moze byé

przedstawiony w postaci grafu zorientowanego, w ktérym
wierzchotki odpowiadajg stanom 2] a tuki (J*, 37) oznaczajg

istnienie zdarzenia dopuszczalnego takiego, ze

(K E 2 ed. (3.11)

Graf taki, bedziemy nazywa¢ grafem standéw osiggalnych
przetwarzania rozproszonego Iub siatkg obliczen
rozproszonych.

Proces rozproszony (21)

Zbiér czesciowo uporzadkowany (A, ) moze by¢ przedstawiony w postaci grafu
zorientowanego, w ktérym wierzchotki odpowiadajg stanom %) a tuki ( 5%, 5’y oznaczajq istnienie

zdarzenia dopuszczalnego E takiego, ze ( ¥, E, ') € ®. Graf taki, bedziemy nazywaé grafem
standéw osiggalnych przetwarzania rozproszonego lub siatkg obliczen rozproszonych.

23



Przyklad grafu stanéw osiggalnych
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Przyktad grafu stanow osiggalnych
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Proces rozproszony (22)

Dla ilustracji tego zagadnienia, rozwazmy graf standw osiggalnych przetwarzania
rozproszonego odpowiadajacy diagramowi przestrzenno-czasowemu, a wiec okreslony w petni
przez relacje poprzedzania miedzy zdarzeniami wynikajgca wytgcznie z diagramu, przyjmujac
jednak, ze zdarzenia wspétbiezne mogg zachodzi¢ w dowolnej kolejnosci wzgledem siebie.

Na slajdzie przedstawiono przyktadowy diagram przestrzenno-czasowy oraz odpowiadajgcy mu
graf stanéw osiggalnych. Dla uproszczenia oznaczono tu stan ( Sy, S5, S5* ) przez X%,

Poniewaz kolejno$¢ wystepowania zdarzen wspoétbieznych jest dowolna, relacja poprzedzania
okresla (modeluje) wiele mozliwych realizacji, z ktérych kazda odpowiada pewnej Sciezce
w grafie stanéw osiggalnych przetwarzania. Z drugiej strony, relacja ta okresla jednoznacznie
zaleznosci przyczynowe miedzy zdarzeniami lokalnymi, w tym oczywiscie — miedzy zdarzeniami
odbioru przez okreslony proces wiadomosci wystanych w wyniku zdarzen wspétbieznych.
Zauwazmy jednak, ze zdarzenia odbioru wiadomosci M; i M, przedstawione na przyktadowym
diagramie, mogg w ogdlnosci zajS¢ w odwrotnej kolejnosci, jezeli tylko zdarzenie odbioru
w procesie docelowym jest P; wynikiem operacji niedeterministycznego odbioru
receive( A5 P,sinM), gdzie 2°={P, Ps} inadejScie wiadomoséci M, wyprzedzi nadejécie
wiadomosci M;.

Uwzglednienie takiej alternatywy w modelu przetwarzania rozproszonego, jakim jest zbior
czesciowo uporzadkowany (A, ), jest oczywiscie mozliwe przez stosowng zmiane zbioru A
i definicji relacji poprzedzania. Dlatego tez w literaturze zbior uporzadkowany (A, ) przyjmuje
sie czesto za ogolny model przetwarzania, reprezentujgcy pewien zbidér mozliwych jego
realizacji.

24



Niedeterminizm przetwarzania
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W kontekscie grafu stanow osiagalnych przetwarzania
rozproszonego, kazda realizacja przetwarzania
rozproszonego jest pewng sciezka w tym grafie. Istnienie
wiele réznych Sciezek ilustruje niedeterminizm

przetwarzania rozproszonego, oznaczajacy ze dla danego
stanu moze istnie¢ wiele stanow nastepnych.

Proces rozproszony (23)

W kontek$cie grafu standéw osiggalnych przetwarzania rozproszonego, kazda realizacja
przetwarzania rozproszonego jest pewng Sciezkg w tym grafie. Istnienie wielu réznych Sciezek
ilustruje niedeterminizm przetwarzania rozproszonego, oznaczajacy ze dla danego stanu
moze istnie¢ wiele stanéw nastepnych.
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Niedeterministyczne zdarzenie lokalne

Przetwarzanie rozproszone

-;—., Niedeterministyczne zdarzenie lokalne

e
UCZELNIA
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Lokalne zdarzenie procesu jest niedeterministyczne, gdy
jego zajscie moze by¢ zastgpione przez zajsScie innego
zdarzenia i wybér ten nie jest przewidywalny.

Jezeli przyktadowo sekwencyjne wykonanie procesu moze
byé¢ w kazdej chwili zmienione w wyniku zajscia przerwania
zewnetrznego, to wszystkie zdarzenia tego procesu sag
niezdeterminowane.

Proces rozproszony (24)

Powiemy, Ze lokalne zdarzenie procesu jest niedeterministyczne, gdy jego zajscie moze byé
zastgpione przez zajscie innego zdarzenia iwybor ten nie jest przewidywalny. Jezeli
przyktadowo sekwencyjne wykonanie procesu moze by¢ w kazdej chwili zmienione w wyniku
zajécia przerwania zewnetrznego, to wszystkie zdarzenia tego procesu sg niezdeterminowane.
Podobnie, wykonanie alternatywnych struktur sterujacych w jezykach CSP czy ADA jest
réwnowazne niedeterminizmowi. Innym zrédtem niedeterminizmu jest asynchroniczny dostep
do zasobdw w systemach wielowagtkowych i przetagczanie procesora.

W przetwarzaniu rozproszonym najbardziej charakterystyczny jest niedeterminizm zdarzen
odbioru. Wynika on z faktu, ze relatywne predkosci proceséw sg nieznane, a czasy transmisji sq
skoniczone ale nieprzewidywalne. Stad wykonanie operacji odbioru receive( A° Py slnM) moze

prowadzi¢ do réznych zdarzen (np. odbioru wiadomosci od réznych nadawcéw).
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Przetwarzanie zdeterminowane i niedeterministyczne

Przetwarzanie rozproszone
- Przetwarzanie zdeterminowane i

-

o‘o‘ hiedeterministyczne

UCZELNIA
ONLUINE

Przetwarzanie nazywamy  zdeterminowanym  jezeli
wszystkie zdarzenia sa zdeterminowane. W przeciwnym

wypadku, przetwarzanie nazywamy niedeterministycznym.

Proces rozproszony (25)

Przetwarzanie nazywamy zdeterminowanym jezeli wszystkie zdarzenia sg zdeterminowane.
W przeciwnym wypadku, przetwarzanie nazywamy niedeterministycznym.
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Przetwarzanie quasi-deterministyczne

Przetwarzanie rozproszone

-;—., Przetwarzanie quasi-deterministyczne

e
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W ramach niedeterministycznego przetwarzania
rozproszonego wyroznia sie podklase przetwarzania quasi
deterministycznego (ang. quasi-deterministic, piece-wise

deterministic, event-driven), w ktdre] niedeterminizm jest
wytgcznie  konsekwencja niedeterminizmu  operacji
odbioru.

Proces rozproszony (26)

W ramach niedeterministycznego przetwarzania rozproszonego wyréznia sie podklase
przetwarzania quasi deterministycznego (ang. quasi-deterministic, piece-wise deterministic,
event-driven), w ktorej niedeterminizm jest wylgcznie konsekwencjg niedeterminizmu operaciji
odbioru.
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Diagramy rownowazne

Przetwarzanie rozproszone

;;-:; Diagramy rownowazne
a4

Nalezy zauwazyé, ze w ogélnosci istnieje wiele réznych
diagramow przestrzenno-czasowych, ktérym odpowiada taki
sam zbior czesciowo uporzadkowany (A, ). Diagramy

takie nazywa sic diagramami réwnowaznymi.

Proces rozproszony (27)

Nalezy zauwazy¢, ze w ogdlnosci istnieje wiele réznych diagramdéw przestrzenno-czasowych,
ktérym odpowiada taki sam zbiér czesciowo uporzgdkowany (A, ). Diagramy takie nazywa sie
diagramami réwnowaznymi. Diagram przestrzenno-czasowy moze by¢é odwzorowany
w diagram réwnowazny przez ,,rozcigganie" lub ,,sciskanie" linii reprezentujacych lokalne osie
czasu, jezeli w wyniku tych operacji relacja poprzedzania dowolnej pary zdarzen zaleznych nie
zostanie zmieniona.
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Przyklad diagraméw rownowaznych

Przetwarzanie rozproszone

"3“2‘. Przyktad diagramow rownowaznych
e

Proces rozproszony (28)

Dwa przyktadowe réwnowazne diagramy przestrzenno-czasowe przedstawione sg na slajdzie.
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Monitor

Przetwarzanie rozproszone
—
C< e
e
UCOZELNIA

Proces
aplikacyjny

Ocena wartosci predykatéw globalnych
wymaga w pierwszej kolejnosci
obserwacji (monitorowania) stanéw
lokalnych proceséw sktadowych. W tym
celu przyjmiemy, ze z kazdym
procesem P; skojarzony jest proces
monitora Q..

Srodowisko
komunikacyjne

Proces rozproszony (29)

Ocena wartosci predykatéw globalnych wymaga w pierwszej kolejnosci obserwaciji
(monitorowania) standw lokalnych proceséw sktadowych. W tym celu przyjmiemy, ze z kazdym
procesem P; skojarzony jest proces monitora Q,. Relacje miedzy procesem P; i jego monitorem
0, przedstawiono na slajdzie.
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Cechy monitora

Przetwarzanie rozproszone

= Cechy monitora

e
UCZELNIA
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» Monitor moze odczytywacé (obserwowac) zmienne
lokalne procesu

Monitor moze obserwowacé i kontrolowac zdarzenia
komunikacyjne

Monitor nie ma natomiast mozliwosci zmiany stanu
procesu przez przypisanie jego zmiennym lokalnym
nowych wartosci

Proces rozproszony (30)

Monitor Q; moze odczytywac (obserwowacd) zmienne lokalne procesu P;, a wiec okresla¢ stan
lokalny procesu. Monitor nie ma natomiast mozliwosci zmiany stanu procesu przez przypisanie
jego zmiennym lokalnym nowych wartosci. Ponadto, monitor moze obserwowac i kontrolowac¢
zdarzenia komunikacyjne. Kontrola ta polega na uzupetnianiu wiadomosci wysytanych przez P;
o dodatkowg informacje sterujacg adresowang do monitora procesu docelowego, oraz na
przechwytywaniu wiadomos$ci skierowanych do procesu i interpretacji zawartej w nich informaciji
sterujacej. W efekcie, wiadomosci nadchodzace moga by¢ zatrzymane na pewien okres przez
monitor i przekazane procesowi docelowemu dopiero, gdy spetnione zostang okreslone
warunki. Przyjmiemy, Zze przekazywanie wiadomosci M przez monitor Q; procesowi docelowemu
P; odpowiada wykonaniu operacji deliver(P;, P;, M), gdzie P; jest nadawcg wiadomosci M.
Operacja ta powoduje uaktywnienie zdarzenia odbioru e_receive(P;, P;, M). Zaktadamy przy tym,
ze stymulowane operacjami deliver(P;, P, M) zdarzenia e_receive(P;, P;, M) zachodzg w
kolejnosci wykonywania operaciji deliver(P;, P;, M).

W ogdlnosci, monitory nie muszg by¢ wyrdznione jako specjalne procesy, gdyz ich zadanie
moze petni¢ oprogramowanie wbudowane w proces aplikacyjny, zgodnie z regutami
superpozycji oprogramowania. Takie podejscie nazywa sie czasami instrumentacjg. Tak wiec
wyrdznienie monitorow jest w istocie jedynie sprawa interpretacji i implementacji.
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Konwencja zapisu algorytmoéw

Przetwarzanie rozproszone

-;—., Konwencja zapisu algorytmow
e

Typy komunikatéw:
aplikacyjne
kontrolne

sygnaty
pakiety

Wspdlne atrybuty:

+ identyfikator typu komunikatu
identyfikator komunikatu
identyfikator nadawcy
identyfikator odbiorcy

Proces rozproszony (31)

Przyjeto, ze celem prezentacji algorytméw jest mozliwie precyzyjne przedstawienie ich ogdlnej
idei a nie petnej implementacji. Dlatego do specyfikacji algorytméw postuzono sie notacja,
wywodzacq sie z powszechnie znanych jezykdw wysokiego poziomu oraz z symboliki
matematycznej. Ponadto, wszedzie tam, gdzie bylo to mozliwe, pominieto szczegdty
implementacyjne, wprowadzajac w ich miejsce opisy stowne.

Dla ujednolicenia prezentacji, a jednoczesnie zaznaczenia rol jakie petnig rézne komunikaty w
poszczegolnych algorytmach, wyrdznione zostaty nastepujace ich typy: komunikaty aplikacyjne,
komunikaty kontrolne, sygnaty i pakiety. Komunikaty aplikacyjne przekazywane sa
bezposrednio lub za posrednictwem monitoréw miedzy procesami aplikacyjnymi, dziatajgcymi w
réznych weztach systemu. Przenoszg one dane istotne dla aplikacji rozproszonej. Komunikaty
kontrolne przekazywane sg miedzy monitorami w celu koordynacji ich dziatan lub detekgc;ji
okredlonych stanéw. Nie sg one zwigzane bezposrednio z przetwarzaniem aplikacyjnym.
Sygnaty sg z kolei komunikatami kontrolnymi, ktére nie przenoszg Zzadnych danych poza
podstawowymi atrybutami kazdego komunikatu. W kohcu, pakiety sg komunikatami
przekazywanymi pomiedzy monitorami ré6znych weztéw systemu. Przenoszg one komunikaty
aplikacyjne oraz dodatkowe dane, ktore sg istotne z punktu widzenia koordynacji dziatan
monitorow.

Wszystkie komunikaty, niezaleznie od ich typu, majg pewne wspdlne atrybuty: identyfikator typu
komunikatu, identyfikator komunikatu, identyfikator nadawcy oraz identyfikator odbiorcy. W celu
opisu struktury przekazywanych komunikatéw przyjmujemy formalizm, zgodny z koncepcjg
dziedziczenia cech znang z jezykdéw obiektowych. Kazdy komunikat ma pewng strukture
wywiedziong z innej struktury.
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typ FRAME

Przetwarzanie rozproszone

=
e typ FRAME
e

type FRAME is record of
' ... I* pole identyfikatora typu */
... /™ pole identyfikatora wiadomosci */

... /* pole identyfikatora nadawcy */
rId: ... /*poleidentyfikatora odbiorcy */
end record

Proces rozproszony (32)

Podstawowg struktura, z ktorej posrednio lub bezposrednio wywodzg sie struktury wszystkich
innych komunikatow jest FRAME. Obejmuje ona wymienione wyzej wspolne atrybuty
komunikatéw. Zaktada sie ponadto, ze struktura komunikatu jest identyfikowana przez jej
nazwe, w zwigzku z czym nie musi by¢ ona jawnie wyrézniany jako atrybut. Z punktu widzenia
jezyka FRAME, jest typem danych zdefiniowanym w sposéb nastepujacy:

type FRAME is record of
tag:
mld:
sld:
rid:
end record
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typ MESSAGE

Przetwarzanie rozproszone

=
- typ MESSAGE
e

type ME: F. extends FRAME i1s record of

end record

Proces rozproszony (33)

Struktura komunikatow aplikacyjnych, nazwana MESSAGE, jest wywiedziona ze struktury FRAME,
a jej precyzyjna definicja zawarta jest w programie aplikacji rozproszonej i nie jest istotna z
punktu widzenia prezentowanych dalej algorytméw. Przyjmiemy zatem tylko, ze szkielet definicji
struktury MESSAGE ma nastepujaca postac:

type MESSAGE extends FRAME is record of

end record
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typ CONTROL

Przetwarzanie rozproszone

=
- typ CONTROL
e

type CONTROIL extends FRAME is record of

end record

Proces rozproszony (34)

Komunikat kontrolny ma strukture, zwang CONTROL, ktdra jest wywiedziona ze struktury FRAME.
Precyzyjna definicja struktury CONTROL jest zalezha od algorytmu, a jej szkielet jest
nastepujacy:

type CONTROL extends FRAME is record of

end record
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typ SIGNAL

Przetwarzanie rozproszone

=
o4 typ SIGNAL
e

type SIGNAL extends FRAME is record of
end record

Proces rozproszony (35)

Sygnat jest komunikatem, ktéry nie przenosi zadnych dodatkowych danych. Jego struktura,
nazwana SIGNAL, jest zatem ,,pustym" rozwinieciem struktury FRAME. Ewentualne dalsze
rozwiniecia struktury SIGNAL nie wnoszg przy tym Zadnego nowego atrybutu, a jedynie
zmieniajg wartos¢ niejawnego identyfikatora typu — tag. Stad:

type SIGNAL extends FRAME is record of

end record
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typ PACKET

Przetwarzanie rozproszone

=
o4 typ PACKET
e

=
(v

end record

Proces rozproszony (36)

Jak juz wspomniano, przed przekazaniem komunikatu aplikacyjnego do $rodowiska
komunikacyjnego moze on by¢ uzupetniany o dane istotne dla algorytmu realizowanego przez
monitory, w wyniku czego powstaje pakiet. Szkielet definicji struktury pakietu, nazwanej
PACKET, ma posta¢ przedstawiong ponizej. Wiasciwa struktura przesytanych pakietow,
zdefiniowana jest w ramach konkretnego algorytmu. Tak wiec:

type PACKET extends FRAME is record of

data: MESSAGE;
end record
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